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Abstract

We investigate the radial manifolds Rn generated by a linear combination of n radial

functions on Rd : We consider the best approximation of function classes by the manifold Rn:

In particular, we prove that the deviation of the manifold Rn from the Sobolev class W
r;d
2 in

the Hilbert space L2 behaves asymptotically as n� r
d�1: We show the connection between the

manifold Rn and the space of algebraic polynomials Pd;s of degree s: Namely, we prove there

exist constants c1 and c2 such that the space Pd;s is either contained or not in Rn as nXc1sd�1

or noc2s
d�1; respectively.

r 2002 Published by Elsevier Science (USA).

1. Introduction

In this work, we investigate properties of the manifold Rn of finite linear
combinations of radial functions. The approximation of multivariable functions by
the manifold Rn is also studied.

Let a be some point in the d-dimensional space Rd : A radial function with the fixed

center a is defined as a function on Rd of the form gaðxÞ ¼ gðjx � aj2Þ; where xARd ;

g : R-R; and the quantity jxj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2
1 þ?þ x2

d

q
is the Euclidean norm of the point x:

Let A be some subset in Rd : Consider the linear space of radial functions

RðAÞ ¼ spanfgðjx � aj2Þ: aAA; gACðRÞg; ð1Þ

E-mail address: maiorov@tx.technion.ac.il.
1Supported by the center for Absorption in Science, Ministry of Immigrant Absorption, State of Israel.

0021-9045/02/$ - see front matter r 2002 Published by Elsevier Science (USA).

PII: S 0 0 2 1 - 9 0 4 5 ( 0 2 ) 0 0 0 1 1 - 4



where a runs over the set A and g is any continuous functions on R: For a fixed
natural number n consider the subset in RðAÞ:

Rn ¼
[

fRðAÞ: card Apng;

which is the union of all sets RðAÞ; where A runs over all possible subsets in Rd of
cardinality at most n: Note that unlike the space RðAÞ; the set Rn is not a linear
space. We will therefore call Rn a radial manifold.

Let D be a compact set in the space Rd : Consider the Hilbert space L2ðDÞ of
square-integrable functions defined on D and norm

jjf jjL2ðDÞ ¼
Z

D

jf j2 dx

� �1=2

:

We denote the ball of radius a in Rd by BdðaÞ ¼ fx ¼ ðx1;y; xdÞ:
Pd

i¼1 x2
i pa2g:

In the sequel we will mainly consider the unit ball Bdð1Þ: We simplify the notation

somewhat by setting Bd ¼ Bdð1Þ and L2 ¼ L2ðBdÞ:
For any two sets W ;HCL2 we define the distance of H to W by

distðW ;H;L2Þ ¼ sup
fAW

distðf ;H;L2Þ;

where dist ðf ;H;L2Þ ¼ infhAH jjf � hjjL2
:

Let r ¼ ðr1;y; rdÞ be a multi-index vector, that is, r is the vector with non-
negative integer coordinates, jrj ¼ r1 þ?þ rd : Introduce the differential operator

Dr ¼ @jrj=@r1x1y@rd xd : Let r be any natural number. In the space L2 we consider
the Sobolev class of functions

W
r;d
2 :¼ ff : jjf jj

W
r;d
2
p1g;

where the norm is defined as

jjf jj
W

r;d
2

¼ jjf jjL2
þmax

jrj¼r
jjDrf jjL2

:

Let c; and c1; c2;y be positive constants depending solely on the parameters r and
d: For two positive sequences an and bn; n ¼ 0; 1;y we write an^bn if there exist
positive constants c1 and c2 such that c1pan=bnpc2 for all n ¼ 0; 1;y :
In [20] a similar result was proven about best approximation by ridge functions. If

Hn is the manifold consisting of arbitrary linear combinations of n ridge functions,
that is

Hn :¼
Xn

k¼1
gkðx 	 akÞ: akARd ; gkACðRÞ

( )
;

then the deviation of the Sobolev class W
r;d
2 from Hn satisfies the asymptotics

distðW r;d
2 ;Hn;L2Þ^n� r

d�1: ð2Þ
A series of works on the density of ridge and radial manifolds in functional spaces

is considered by Agranovsky and Quinto [3], Agranovsky et al. [2], Lin and Pinkus
[16,17], Pinkus [36]. The approximation properties of ridge manifolds were studied in
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Barron [4], DeVore et al. [13], Maiorov [20], Maiorov and Meir [22]. Makovoz [27],
Mhaskar and Michelli [29], Mhaskar [28], Oskolkov [32], Petrushev [33], Pinkus [37],
Temlyakov [46]. In Gordon et al. [14] the results about best approximation by ridge
functions in the Banach space Lp are considered. See also Pinkus [38] for a review of

this theme.
The approximation of functions by radial waves was considered by Buhmann

[7,8], Light and Wayne [15], Mhaskar et al. [30], Pinkus [35], Bumann, Dyn and
Levin [11], Schaback [41,42], Bejancu [6], Maiorov [21].

2. Main results

The main part of this paper investigates approximations of functions in the
Sobolev class using a manifold of radial functions Rn: We obtain upper and lower

bounds, which are asymptotically equal, on the deviation distðW r;d
2 ;Rn;L2Þ of the

Sobolev class from the manifold Rn in the space L2:
We will prove that an upper bound for this deviation is attained by a manifold of

radial functions RðAnÞ with some fixed collection of n center points independent of
the approximating function. That is, for every n there exists a collection of points

An ¼ fa1;y; ang in Rd such that the manifold

RðAnÞ ¼ Rða1;y; anÞ ¼ spanfgðjx � aij2Þ: i ¼ 1;y; n; gACðRÞg
realizes the optimal estimate

distðW r;d
2 ;Rn;L2Þ^distðW r;d

2 ;RðAnÞ;L2Þ:
Note that if we take the points a1;y; an sufficiently large in modulus then the upper
bound in the approximation problem is easily reduced to the upper bound in
approximation by ridge functions. That is, let g be any continuous function on R and

a be a fixed non-zero vector in Rd : We set %a ¼ �2a
jaj and introduce the function

eaðxÞ ¼ jxj2
jaj : Then the radial function may be rewritten as

gðjx � aj2Þ ¼ gðjxj2 � 2x 	 a þ jaj2Þ ¼ gðjajðeaðxÞ þ x 	 %a þ jajÞÞ

¼ hðx 	 %a þ eaðxÞÞ;
where h is some continuous function on R: Since for sufficiently large jaj the function
eaðxÞ is sufficiently small on the unit ball Bd then the function hðx 	 %a þ eaðxÞÞ and
hence the function gðjx � aj2Þ is almost a ridge function. Thus by using
approximation by ridge functions (see (2)) we obtain this next claim: for any

natural n there exist vectors a1;y; an with a sufficiently large modulo in R
d such that

the following estimate is true:

distðW r;d
2 ;Rða1;y; anÞ;L2Þpcn� r

d�1; ð3Þ
where c is dependent only on r and d: We will also show that for the optimal

approximation of the class W r;d
2 we can also take center points a1;y; an not of a
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large modulus. In the next theorem we embark upon two problems. We show that
for obtaining estimate (3) it suffices to take the centers a1;y; an on the unit sphere.
We also prove that these points are asymptotically optimal points for the
approximation of the Sobolev class by the manifold Rn:

Theorem 2.1. Let dX2; r40 and n be any natural numbers. Then

1. there exist points a1;y; an on the unit sphere Sd�1 such that

distðW r;d
2 ;Rða1;y; anÞ;L2Þpc1n

� r
d�1;

2. for any points a1;y; an in the space Rd the following lower estimate is true

distðW r;d
2 ;Rða1;y; anÞ;L2ÞXc2n

� r
d�1:

Here c1 and c2 are dependent only on r and d:

Note that Theorem 2.1 can also be extended to general compact domains D by use
of standard extension theorems, as in [1].
We add two consequences resulting from Theorem 2.1.
Let s be a natural number. Consider the space

Pd;s ¼ spanfxk1
1 ?xkd

d : jkj ¼ k1 þ?þ kdpsg

consisting of all algebraic polynomials on Rd with real coefficients of degree at most

s: Denote by Phom
d;s the subspace of Pd;s consisting of all homogeneous polynomials

of degree s; i.e., Phom
d;s ¼ spanfxk1

1 ?xkd

d : jkj ¼ sg: Let BPd;s ¼ fpAPd;s : jjpjjL2
p1g

be the unit ball in the space Pd;s:

Construct the class Bd;r
2 ðbÞ consisting of all functions fAL2ðBdÞ representable in

the form

f ðxÞ ¼
XN
s¼0

psðxÞ; psAb2�rs BPd;s; s ¼ 0; 1; ::;

where the series converges in the L2 sense. We set Bd;r
2 ¼ Bd;r

2 ð1Þ: The class Bd;r
2

consists of all functions which may be approximated by the polynomial space Pd;s at

a rate of order s�r:

It follows from Jackson’s Theorem that the Sobolev class W
r;d
2 belongs to the class

Bd;r
2 ðbÞ with some constant b: However the inverse embedding is not true, i.e., the

class Bd;r
2 does not belong to W r;d

2 ðb1Þ for any positive constant b1: Nevertheless for

the class Bd;r
2 ðbÞ the same result as for the class W r;d

2 is true, that is, the deviation of

Bd;r
2 ðbÞ from the manifold Rn satisfies the same asymptotic.
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Consequence 2.2. Let dX2; r40; and n be any natural number. Then

1. there exist points a1;y; an on the unit sphere Sd�1 such that

distðBd;r
2 ;Rða1;y; anÞ;L2Þpc1n

� r
d�1;

2. for any points a1;y; an in the space Rd the following lower estimate is true

distðBd;r
2 ;Rða1;y; anÞ;L2ÞXc2n

� r
d�1:

The next consequence contains information about the structure of the radial
manifold Rn:

Consequence 2.3. Let s be any natural number. Consider the spaces Pd;s of

polynomials of degree ps: Then there exist positive constants 0oco1; c041 and c3
dependent only on d; such that

1. if nXcsd�1 then Pd;s belongs to the manifold Rða1;y; anÞ; where a1;y; an are some

points on the sphere Sd�1;

2. if npc0sd�1; then Pd;s does not belong to Rn; and the following inequality is true

distðBPd;s;Rn;L2ÞXc340:

We describe briefly the proof of Theorem 2.1. This theorem consists of two parts:
the upper and lower bounds. In Section 3, we construct an orthogonal basis for the

algebraic polynomials P ¼ fPigNi¼0 in the space L2ðBdÞ: In Sections 4–6, we

investigate the moments of radial functions with centers at a point a relative to the
basis P; that is

biðgaÞ ¼
Z

Bd

gðjx � ajÞPiðxÞ dx; aARd :

We prove that for the moments biðgaÞ for any i the formula of partition of variables g

and a holds, that is, any moment biðgaÞmay be given as a finite linear combination of
functions of the form gðgÞpðaÞ; where g and p are functions depending only on g and
the vector a; respectively. By the help of the formulas of partition of variables we
construct some finite dimensional linear system of equations relative to the unknown
moments of the initial approximated function from the manifold Rn: In Section 7 we
prove the upper bound in Theorem 2.1. The lower bound in Theorem 2.1 is proved in
Sections 8 and 9. The proof of the lower bound is based on comparing the entropy
numbers of the polynomial ball BPd;s and the radial manifold ball BRn ¼
frARn : jjrjjL2

p1g:
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3. Orthogonal system of algebraic polynomials on the ball

In this section, we construct special orthonormal systems of polynomials on the

unit ball Bd : Orthogonal systems of polynomials on the ball play the important part
in problems of approximations of multivariable functions by manifolds of linear
combinations of ridge functions (the plane waves) (see [13,18,33]). In the works of
[13,33] methods were developed for the construction of orthogonal projections on
polynomial subspaces and approximation by ridge functions. The system of
Gegenbauer orthogonal polynomials is the main tool used in the construction of
orthogonal systems of polynomials on the ball [18]. Note, in particular, that in two
dimensions, d ¼ 2; these Gegenbauer polynomials coincide with Chebyshev
polynomials.
In our work the system of orthogonal polynomials on the unit ball is obtained, in a

sense, by the convolution of two orthogonal systems. These are the system of
Gegenbauer polynomials on the segment ½�1; 1�; and the system of spherical

harmonics on the unit sphere Sd�1: We describe this construction next.

Let L2ðSd�1Þ be the Hilbert space consisting of all the complex-valued square-

integrable functions hðxÞ on the sphere Sd�1 with the inner product

ðh1; h2Þ ¼
Z

Sd�1
h1ðxÞ %h2ðxÞ dx dx; h1; h2AL2ðSd�1Þ;

where by dx we denote the normalized Lebesgue measure on the sphere Sd�1:

In the space L2ðSd�1Þ consider (see the appendix) the subspace H consisting of the

restrictions on Sd�1 of the harmonic functions on Rd : Let Hs be the subspace in H

generated by all spherical harmonics of degree at most s; i.e. all harmonic

polynomials of degree at most s: Let Hhom
s be the subspace of Hs formed by all

homogeneous spherical harmonics of degree s: The functions fhskgkAKs generate a

basis in the space Hhom
s (see the appendix).

The space Hs ¼ Hhom
0 "Hhom

1 "?"Hhom
s is the direct sum of the orthogonal

subspaces of the spherical harmonics of degrees 0; 1;y; s: Denote by Ns the

dimension of the space Hs: We have Ns^sd�1: Indeed, as shown in (A.4), using the

relation dim Hhom
s ^sd�2 we obtain

Ns ¼ dim Hs ¼ dim Hhom
0 þ dimHhom

1 þ?þ dim Hhom
s ^sd�1:

In the space H we introduce the family of functions B  BðSd�1Þ  fhigNi¼0
consisting (see (A.2)) of all ordered spherical harmonics, that is, the functions[N

s¼0
fhs;kgkAKs :

The set BðSd�1Þ is an orthonormal basis in the space H; i.e., for indices iai0 we have
ðhi; hi0 Þ ¼ dii0 ; where dii0 ¼ 0 for iai0; and dii ¼ 1:

As shown in the appendix, consider next the Gegenbauer polynomials C
d=2
n ðtÞ;

tAR; of degree n associated with d=2:We normalize the polynomial C
d=2
n by a factor,
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i.e., we set

unðtÞ ¼ v�1=2n Cd=2
n ðtÞ; where vn ¼

p1=2ðdÞnGðdþ1
2
Þ

ðn þ d=2Þn!Gðd=2Þ;

where ðaÞ0 ¼ 1; and ðaÞn ¼ aða þ 1Þ?ða þ n � 1Þ:
Let i and j be two arbitrary indices from Zþ: Construct on R

d the function

PijðxÞ ¼ nj

Z
Sd�1

hiðxÞujðx 	 xÞ dx; where nj ¼
ðj þ 1Þd�1

2ð2pÞd�1

 !1=2

; ð4Þ

and x 	 x ¼ x1x1 þ?þ xdxd is the inner product of the vectors x and x:
From (4) we see that for any i; jAZþ the function Pij is a polynomial on Rd of

degree j: Note that if the indices i and j are such that the degrees of the polynomials
hi and uj satisfy the inequality deg hi4deg uj ¼ j; then PijðxÞ  0 (see [43, (A.10)]).

For a given integer j we let ej ¼ 0 if j is even integer, and ej ¼ 1 if j is an odd

integer. Consider the set of matching indices

I ¼ fði; jÞ : jAZþ; deg hiAfj; j � 2;y; ejgg: ð5Þ
Note that each matching index ði; jÞAI satisfies the condition: the parity of the degree
of hi coincides with the parity of the degree of the polynomial uj: Construct the

system of polynomials

P :¼ PðBdÞ :¼ fPijgði;jÞAI : ð6Þ

Lemma 3.1. The set PðBdÞ of polynomials is a complete orthonormal system of

functions in the space L2ðBdÞ:

Proof. Orthonormality of the polynomial system PðBdÞ was proved by Maiorov
[20]. Therefore for any of the matching indices ði; jÞ; ði0; j0ÞAI the following relation
holds:

/Pij ;Pi0;j0S :¼
Z

Bd

PijðxÞ %Pi0j0 ðxÞ dx ¼ dii0dj0j0 : ð7Þ

We show that the set PðBdÞ is a complete system in the space L2ðBdÞ: By
Weierstrass’ Theorem it is sufficient to prove that for any natural s the subspace of
polynomials Pd;s of degree s coincides with the subspace

spanfPijAPðBdÞ: degPijpsg

or the space of homogeneous polynomials Phom
d;s of degree s coincides with the

subspace spanfPisAPðBdÞ : deg hiAfs; s � 2;y; esgg:
Let Hhom

l be the space of homogeneous harmonic polynomials of degree l: It is

known [43, Chapter 4, Section 2] that any polynomial pAPhom
d;s may be represented

by

pðxÞ ¼ p0ðxÞ þ jxj2p1ðxÞ þ?þ jxj2l
plðxÞ;
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where pkAHhom
s�2k; k ¼ 0; 1;y; l; l ¼ ðs � esÞ=2: From here it follows that the

dimension of the space Phom
d;s is equal to

dim Phom
d;s ¼ dim Hhom

s þ dim Hhom
s�2 þ?þ dim Hhom

es
:

We have dim Hhom
j ¼ cardfiAZþ : deg hi ¼ jg; and degPij ¼ j: Therefore

dim Phom
d;s ¼

X
jAfs;s�2;y;esg

cardfi : deg hi ¼ jg

¼ cardfi : deg hiAfs; s � 2;y; esgg

¼ cardfPisAP : deg hiAfs; s � 2;y; esgg:

Hence by the orthogonality property (7) of the polynomials Pis we obtain

Phom
d;s ¼ spanfPisAP : deg hiAfs; s � 2;y; esgg:

Hence the lemma is proved. &

We insert in the set I the subset of matching indices Is ¼ fði; jÞAI : jpsg; and we
consider in the function system P the finite subsystem Ps ¼ fPijgði;jÞAIs

: From

Lemma 3.1 we directly obtain the next statement.

Consequence 3.2. The polynomial set Ps is an orthonormal basis in the space of

polynomials Pd;s:

4. The moments of radial functions relative to the basis PðBdÞ and the orthogonal
groups of rotations

Let f be any function from the space L2ðBdÞ: From Lemma 3.1 we can decompose

the function in its orthogonal series by the system PðBdÞ ¼ fPijgði;jÞAI :

f ðxÞ ¼
X
ði;jÞAI

bijPijðxÞ; bij ¼ /f ;PijS:

We denote the coefficients bij of this decomposition as the moments of the function f

relative to the basis PðBdÞ:
Let a be a fixed point on the unit sphere Sd�1: Consider a radial function gaðxÞ ¼

gðjx � aj2Þ; xABd ; with center a and gACðDÞ being on the segment D ¼ ½0; 4�:
In this section, we show that for any matching indices ði; jÞAI the moments bijðgaÞ

of the radial function ga may be represented as a linear combination of the moments

fbi0jðgeÞg; i0 ¼ 0; 1;y; with a unique center at the point e ¼ ð0;y; 0; 1ÞASd�1:
The case d ¼ 2: We first consider the two-dimensional case. Let x be any point on

S1 with the coordinates ðcos tx; sin txÞ: Set tiðtÞ ¼ expð�
ffiffiffiffiffiffiffi
�1

p
itÞ: Then the spherical

harmonics equal hiðxÞ ¼ tiðtxÞ; i ¼ 0;71;y: Therefore the system PðB2Þ of
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functions consists of polynomials of the form

PijðxÞ ¼ nj

Z
S1

hiðxÞujðx 	 xÞ dx; jAZþ; iAf7j;7ðj � 2Þ;y;7ejg:

Introduce the orthogonal matrix

A ¼
cos ta �sin ta

sin ta cos ta

 !
; aAS1

translating the point e ¼ ð0; 1Þ to the point a:
For the moments bij of the radial function gaðxÞ we have

bijðgaÞ ¼ nj

Z
gðjx � aj2Þ %PijðxÞ dx

¼ nj

Z
S1

%hiðxÞ dx
Z

B2

gðjx � aj2Þujðx 	 xÞ dx

¼ nj

Z
S1

%hiðAxÞ dx
Z

B2

gðjx � ej2Þujðx 	 xÞ dx:

Since %hiðAxÞ ¼ %tiðtx � taÞ ¼ %tiðtxÞtiðtaÞ ¼ %hiðxÞtiðtaÞ; then we obtain

bijðgaÞ ¼ nj tiðtaÞ
Z

S1

%hiðxÞ dx
Z

B2

gðjx � ej2Þujðx 	 xÞ dx

¼ nj tiðtaÞ
Z

Bd

gðjx � ej2Þ %PijðxÞ dx ¼ tiðtaÞ bijðgeÞ:

Thus the following lemma is valid.

Lemma 4.1. Let a ¼ ðcos ta; sin taÞ be any point on the circumference S1: Then the

moments of the radial function ga are equal to

bijðgaÞ ¼ tiðtaÞbijðgeÞ ði; jÞAI :

The case d42: For the proof of the result in the general case, i.e. dX2; we will
need some facts from the theory of representation of orthogonal groups. Consider

the group of orthogonal rotations SOðdÞ in the space Rd ; that is, the set of all square
real matrices A of order d with determinant det A ¼ 1:
Let T ¼ fTðAÞg be the infinite-dimensional representation of the group SOðdÞ in

the Hilbert space L2ðSd�1Þ of functions on the unit sphere Sd�1: The representation
T is the mapping of the group SOðdÞ to the set of linear operators on the space

L2ðSd�1Þ of the form

ðTðAÞhÞðxÞ ¼ hðAxÞ; hAL2ðSd�1Þ:

The mapping T is a group homomorphism, that is, satisfies the group relations:

TðABÞ ¼ TðAÞTðBÞ and TðA�1Þ ¼ T�1ðAÞ; for any A;BASOðdÞ:
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Consider in the space L2ðSd�1Þ a basis B ¼ fhigNi¼0 consisting of all the

spherical harmonics introduced in Section 3. It is known [48] that the re-
presentation T in the basis B may be described as a collection of infinite dimensional
matrices, that is, to any matrix AASOðdÞ there corresponds the infinite dimensional
matrix

TðAÞ ¼ ðtii0 ðAÞÞNi;i0¼0;

and TðAÞ satisfies the conditions:

1. If hðxÞ ¼
P

N

i¼0 cihiðxÞ is the arbitrary function in the space L2ðSd�1Þ then

ðTðAÞhÞðxÞ ¼ hðAxÞ ¼
XN
i¼0

XN
i0¼0

tii0 ðAÞci0

 !
hiðxÞ: ð8Þ

2. The set ftii0 ðAÞgNi;i0¼0 is a linearly independent system of functions on SOðdÞ:

In particular from (8) for any the spherical harmonic hi we have

hiðAxÞ ¼
XN
i0¼0

tii0 ðAÞhi0 ðxÞ: ð9Þ

It is known (cf. [48]) that the representation T is invariant in every subspace Hhom
s

of the homogeneous harmonic polynomials of degree s: That is, for any matrix

AASOðdÞ and any polynomial hAHhom
s the polynomial hðAxÞ also belongs to the

subspace Hhom
s : Therefore any infinite-dimensional matrix TðAÞ is the block matrix

in which the square matrices TsðAÞ of order dim Hhom
s stand on the main diagonal,

i.e.,

TðAÞ ¼ T0ðAÞ"?"TsðAÞ"?:

Note that for every s ¼ 0; 1;y the matrix set fTsðAÞ :AASOðdÞg is the finite-

dimensional representation of group SOðdÞ in the space Hhom
s ; that is, it satisfies

conditions 1 and 2.

Lemma 4.2. Let a be any point on the unit sphere Sd�1: Define the matrix AASOðdÞ
such that Ae ¼ a; e ¼ ð0;y; 0; 1Þ: Let gðtÞ be any continuous function defined on ½0; 4�;
and gaðxÞ ¼ gðjx � aj2Þ be the radial function with center a: Then for any matching

index ði; jÞ from the set I

bijðgaÞ ¼
XN
i0¼0

tii0 ðAÞbi0jðgeÞ:
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Proof. By Definition (4), using twice the invariant property of the Lebesgue measure

relative to rotation in the space Rd we have

/ga;PijS ¼ nj

Z
Bd

gðjx � aj2Þ dx

Z
Sd�1

%hiðxÞujðx 	 xÞ dx

¼ nj

Z
Bd

gðjx � ej2Þ dx

Z
Sd�1

%hiðxÞujðAx 	 xÞ dx

¼ nj

Z
Bd

gðjx � ej2Þ dx

Z
Sd�1

%hiðAxÞujðx 	 xÞ dx:

Applying (9) we obtainZ
Bd

gðjx � ej2Þ dx

Z
Sd�1

%hiðAxÞujðx 	 xÞ dx

¼
XN
i0¼0

tii0 ðAÞ
Z

Bd

gðjx � ej2Þ dx

Z
Sd�1

%hi0 ðxÞujðx 	 xÞ dx

¼
XN
i0¼0

tii0 ðAÞ
Z

Bd

gðjx � ej2ÞPi0jðxÞ dx ¼
XN
i0¼0

tii0 ðAÞbi0jðgeÞ:

The lemma is proved. &

5. A partition of variables for the moments of radial functions with centers on Sd�1

Let gaðxÞ ¼ gðjx � aj2Þ be any radial function with center aASd�1; and let P be

any polynomial on Rd : In this section, we show that every moment of the function ga

relative to the polynomial P may be represented by a finite linear combination of
functions taking the form of a product of a function of g and a function of a: That is,
every moment of the function ga is, in some sense, given by a partition of variables g

and a:

Theorem 5.1. Let gACðDÞ; D ¼ ½0; 4�; and aASd�1: Let P be any polynomial on Rd of

degree s; sXd2=2: Set n ¼ 2d þ 5: Then

/ga;PS ¼
Xns

m¼0
pmða;PÞ gmðgÞ;

where the functions pmða;PÞ are some polynomials on the vector a of degree s; and the

gmðgÞ are some linear functionals on CðDÞ:

Proof. Let AASOðdÞ be the orthogonal matrix such that Ae ¼ a; e ¼
ð0;y; 0; 1Þ: Then by the invariance of measure dx relative to rotation in Rd
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we have

/ga;PS ¼
Z

Bd

gðjx � aj2ÞPðxÞ dx

¼
Z

Bd

gðjx � ej2ÞPðAxÞ dx

¼
Z

Bd�e

gðjxj2ÞPðAðx þ eÞÞ dx

¼
X
jljps

plðA;PÞ
Z

Bd�e

gðjxj2Þxl dx; ð10Þ

where l ¼ ðl1;y; ldÞ is the multi-index, jlj ¼ l1 þ?þ ld ; xl ¼ xl1
1?xld

d ; and plðA;PÞ
are some polynomials of degree jlj on the d2 elements of the matrix A:

Introduce in the space Rd the spherical system of coordinates:

x1 ¼ r sinod�1ysino2 sino1 :¼ ru1ðoÞ;
x2 ¼ r sinod�1ysino2 coso1 :¼ r u2ðoÞ;

^

xd�1 ¼ r sinod�1 cosod�2 :¼ r ud�1ðoÞ;
xd ¼ r cosod�1 :¼ r udðoÞ;

where the variables vary as follows: rX0; 0po1o2p; 0pokop; k ¼ 2;y; d � 1:
We denote this formulas concisely as

x ¼ ruðoÞ; uðoÞ ¼ ðu1ðoÞ;y; udðoÞÞ: ð11Þ
The Lebesgue measure in the spherical coordinates is

dx ¼ dx1ydxd ¼ cdrd�1 sind�2 od�1 	y 	 sino2 do1ydod�1 dr

:¼ rd�1vðoÞ do dr;

where cd ¼ Gðd=2Þ=ð2pÞd=2:

Denote by Sd�1ðrÞ ¼ fxARd : jxj ¼ rg the sphere in Rd of radius r: We consider
the surface

OðrÞ ¼ Sd�1ðrÞ-ðBd � eÞ

in the ball Bd � e ¼ fx � e : xABdg: Clearly, Bd � e ¼ ,0prp2 OðrÞ and

OðrÞ-Oðr0Þ ¼ | for any rar0:
Now fix r:We represent the surface OðrÞ by the spherical system of coordinates. In

the rectangular system of coordinates the surface OðrÞ is described by the system
consisting of the equation and the inequality

x2
1 þ?þ x2

d ¼ r2; x2
1 þ?þ x2

d�1 þ ðxd � 1Þ2p1:

It follows from the definition of the spherical system of coordinates that the points

on the surface OðrÞ satisfy the inequality r2p2xd ¼ 2r cosod�1; that is

rp2 cosod�1; or 0pod�1parccosðr=2Þ:
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Set ar ¼ r=2: Then the surface OðrÞ in the spherical system of coordinates is

OðrÞ ¼ fðr;oÞ : ðo1;y;od�1ÞA½0; 2p� � ½0; p�d�3 � ½0; arccosðr=2Þ�g: ð12Þ

We may represent the last integral in (10) for fixed l as

Il :¼
Z

Bd�e

gðjxj2Þxl dx ¼
Z

Bd�e

gðjxj2Þxl1?xld dx

¼
Z 2

0

gðr2Þrjljþd�1 dr

Z
OðrÞ

ul1
1 ðoÞ?uld

d ðoÞvðoÞ do: ð13Þ

The computation of the last integral is done next.

Lemma 5.2. Let sXd2=2: Then for any multi-index l with jljps the following equality

holds:

Z
OðrÞ

ul1
1 ðoÞ?uld

d ðoÞvðoÞ do

¼ dl arccos ar þ gl þ Pl;sðarÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2r

q
Ql;sðarÞ;

where ar ¼ r=2; and dl ; gl are some constants, and Pl;s; Ql;s are some polynomials of

degree ds:

Proof. Consider the function TðoÞ ¼ ul1
1 ðoÞ?uld

d ðoÞvðoÞ on Sd�1: It can be shown

by the spherical coordinate formula (11) that the functions ul1
1 ðoÞ?uld

d ðoÞ are

trigonometric polynomials on the variables o1;y;od�1 of degree at most d � 1; and
the function vðoÞ is a trigonometric polynomial of degree d 0 ¼ ðd � 1Þðd � 2Þ=2:
Because jljps and sXd2=2 the degree of the polynomial TðoÞ is jljðd � 1Þ þ d 0pds:
We decompose the polynomial T via its Fourier series over the variable od�1

TðoÞ ¼Tðo1;y;od�1Þ

¼Bl0ðo1;yod�2Þ þ
Xds

m¼1
½Almðo1;yod�2Þ sin ðmod�1Þ

þ Blmðo1;y;od�2Þ cos ðmod�1Þ�;

where the Fourier coefficients Alm and Blm are functions dependent only on
o1;yod�2:
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Using (12) we integrate the function TðoÞ over the domain OðrÞZ
OðrÞ

TðoÞ do ¼
Z 2p

0

do1

Z p

0

do2 	y	

�
Z p

0

dod�2

Z arccos ar

0

Tðo1;y;od�1Þdod�1

¼ bl0

Z arccos ar

0

dod�1

þ
Xds

m¼1
alm

Z arccos ar

0

sin ðmod�1Þ dod�1



þ blm

Z arccos ar

0

cos ðmod�1Þ dod�1

�
; ð14Þ

where alm and blm are coefficients dependent only on l and m:
Consider the functions

cosðm arccos tÞ ¼
Xm

k¼0
pmktk

and

sin ðm arccos tÞffiffiffiffiffiffiffiffiffiffiffiffi
1� t2

p ¼
Xm�1

k¼0
qmktk;

which are the Chebyshev polynomials of the first kind of degree m and second kind
of degree m � 1; respectively. Hence taking into consideration (14) we haveZ

OðrÞ
TðoÞ do

¼ bl0 arccos ar

þ
Xds

m¼1

ð�1Þmþ1

m
½almð1� cosðarccos arÞÞ þ blmsinðarccos arÞ�

¼ bl0 arccos ar

þ
Xds

m¼1

ð�1Þmþ1

m
alm 1�

Xm

k¼0
pmkak

r

 !
þ blm

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2r

q Xm�1

k¼0
qmkak

r

" #
:

Set

dl ¼ bl0; gl ¼ bl0pþ
Xds

m¼1

ð�1Þmþ1

m
alm

and

Pl;sðtÞ ¼
Xds

m¼1

ð�1Þm

m
alm

Xm

k¼0
pmktk; Ql;sðtÞ ¼

Xds

m¼1

ð�1Þmþ1

m
blm

Xm�1

k¼0
qmktk:
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Then we haveZ
OðrÞ

TðoÞ do ¼ dl arccos ar þ gl þ Pl;sðarÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2r

q
Ql;sðarÞ:

Lemma 5.2 is proved. &

We continue the proof of Theorem 5.1. From (13) and Lemma 5.2 we obtain

Il ¼
Z 2

0

gðr2Þrjljþd�1

� dl arccos ar þ gl þ Pl;sðarÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2r

q
Ql;sðarÞ

 �
dr: ð15Þ

Since ar ¼ r=2 then the functions

Pl;sðarÞ ¼
Xds

k¼1
p0

lkrk and Ql;sðarÞ ¼
Xds

k¼0
q0

lkrk

are polynomials in the variable r of degree ds with some coefficients p0
lk and q0

lk:

Denote g0l ¼ gl þ p0
l0; and

ulðgÞ ¼
Z 2

0

gðr2Þ rlþd�1dr; lAZþ

vlðgÞ ¼
Z 2

0

gðr2Þ rlþd�1 arccosðr=2Þ dr;

w
ð1Þ
lþkðgÞ ¼

Z 2

0

gðr2Þ rlþkþd�1 dr;

w
ð2Þ
lþkðgÞ ¼

Z 2

0

gðr2Þ rlþkþd�1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2=4

p
dr:

Using this notation we rewrite the integral (15) as follows:

Il ¼ dlvjljðgÞ þ g0lujljðgÞ þ
Xds

k¼1
p0

lkw
ð1Þ
jljþk

ðgÞ þ
Xds

k¼0
q0

lkw
ð2Þ
jljþk

ðgÞ:

Recall from (13) the definition Il 
R

Bd�e
gðjxj2Þxl dx: We substitute this

expression in (10) and changing the order of summation in four summands
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to obtain

/ga;PS ¼
X
jljps

plðA;PÞIl

¼
X
jljps

plðA;PÞ dlvjljðgÞ þ g0lujljðgÞ þ
Xds

k¼1
p0

lkw
ð1Þ
jljþk

ðgÞ
"

þ
Xds

k¼0
q0

lkw
ð2Þ
jljþk

ðgÞ
#

¼
Xs

m¼0

X
jlj¼m

dlplðA;PÞ

0
@

1
AumðgÞ þ

Xs

m¼0

X
jlj¼m

g0lplðA;PÞ

0
@

1
AvmðgÞ

þ
Xðdþ1Þs
m¼1

X
l;k:jljþk¼m

p0
lkplðA;PÞ

0
@

1
Awð1Þ

m ðgÞ

þ
Xðdþ1Þs
m¼1

X
l;k:jljþk¼m

q0
lkplðA;PÞ

0
@

1
Awð2Þ

m ðgÞ:

From here we directly obtain the statement of Theorem 5.1.

6. Partition of variables for the moments of radial functions with centers outside

of Sd�1

Now we study the moments /ga;PijS of the radial functions gaðxÞ in the general

case, that is, the center a is any point in the space Rd : In this case, we will prove the
next result about the partition of the variables g and a:

Theorem 6.1. Let gACðRÞ; aARd ; r ¼ jaj; and P be any polynomial on Rd of degree s;

sXd2=2: We separate the space Rd into four sets

D0 ¼ f0g; D1 ¼ fa: 0ojajo1g;

D2 ¼ fa : jaj ¼ 1g; D3 ¼ fa : jaj41g:

Then the following statements hold:
1. if n ¼ 1; or 3 then

/ga;PS ¼
Xð2dþ5Þsþ4

m¼0
pðnÞm ða; r; 1=r;PÞgðnÞm ðg; rÞ; aADn;

where pðnÞm ða; r; 1=r;PÞ are polynomials in the variables a; r and 1=r of degree s; and

gðnÞm ðg; rÞ are linear functionals in g on the space CðRÞ and some functions in the

variable r:
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2. if n ¼ 0 or 2 then

/ga;PS ¼
X5sþ4

m¼0
pðnÞm ða; ;PÞgðnÞm ðgÞ; aADn;

where the pðnÞm ða; ;PÞ are polynomials in the variable a of degree s; and the gðnÞm ðgÞ are

linear functionals to CðRÞ and some functions in the variable r:

Proof. Let AASOðdÞ be an orthogonal matrix such that rAe ¼ a: Then by the

invariance of measure dx relative to rotations in Rd we have

/ga;PS ¼
Z

Bd

gðjx � aj2ÞPðxÞ dx ¼
Z

Bd

gðjx � rej2ÞPðAxÞ dx

¼
Z

Bd�re

gðjxj2ÞPðAðx þ reÞÞ dx

¼
X
jljps

plðA; r;PÞ
Z

Bd�re

gðjxj2Þxl dx; ð16Þ

where plðA; r;PÞ are some polynomials of d2 þ 1 variables A and r of degree jlj:
We now study the integral

R
Bd�re

gðjxj2Þxl dx for the different values r ¼ jaj; i.e.
aADn; n ¼ 0; 1; 2; 3:
1. The case aAD1: We first consider the case 0or  jajo1: Define in the ball

Bd � re the surface

OrðrÞ ¼ Sd�1ðrÞ
\

ðBd � reÞ; 0prp1þ r:

Obviously

Bd � re ¼
[

0prp1þr

OrðrÞ

¼
[

0pro1�r

Sd�1ðrÞ
 ![ [

1�rprp1þr

OrðrÞ
 !

: ð17Þ

Fix r: We represent the surface OrðrÞ by the spherical system of coordinates (11).

In the rectangular system of coordinates the surface OrðrÞ is described by the next

equation and inequality

x2
1 þ?þ x2

d ¼ r2; x2
1 þ?þ x2

d�1 þ ðxd � rÞ2p1:

It follows from the spherical system of coordinates (11) that the points on the surface

OrðrÞ satisfy the inequality r2 þ 2xdrþ r2p1; that is

r2 þ 2rr cosod�1 þ r2p1 or 0pod�1parccos
1� r2 � r2

�2rr

� �
:

Set ar;r ¼ 1�r2�r2

�2rr : Then the surface OrðrÞ has the form

1. If 0pro1� r; then OrðrÞ ¼ Sd�1ðrÞ; and
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2. If 1� rpro1þ r; then

OrðrÞ ¼ fðr;oÞ : ðo1;y;od�1ÞA½0; 2p�

� ½0; p�d�3 � ½0; arccos ar;r�g: ð18Þ

We fix l and consider the last integral in (16). Using the spherical coordinates (11)
and (17) we represent this integral asZ

Bd�re

gðjxj2Þxl dx ¼
Z 1þr

0

gðr2Þrjljþd�1 dr

Z
OrðrÞ

ulðoÞvðoÞ do

¼
Z 1�r

0

gðr2Þrjljþd�1 dr

Z
Sd�1

ulðoÞvðoÞ do

þ
Z 1þr

1�r
gðr2Þrjljþd�1 dr

Z
OrðrÞ

ulðoÞvðoÞ do

:¼ I 0l þ I 00l : ð19Þ

Set bl ¼
R

Sd�1 ulðoÞvðoÞ do: Then

I 0l ¼
Z 1�r

0

gðr2Þrjljþd�1 dr

Z
Sd�1

ulðoÞvðoÞ do

¼ bl

Z 1�r

0

gðr2Þrjljþd�1 dr: ð20Þ

Now we consider the integral

I 00l ¼
Z 1þr

1�r
gðr2Þrjljþd�1 dr

Z
OrðrÞ

ul1
1 ðoÞ?uld

d ðoÞvðoÞ do: ð21Þ

It follows from Lemma 5.2 that

I 00l ¼
Z 2

0

gðr2Þrjljþd�1 dl arccos ar;r
h

þ gl þ Pl;sðar;rÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2r;r

q
Ql;sðar;rÞ

i
dr: ð22Þ

Since ar;r ¼ 1�r2�r2

�2rr ; and the functions Pls; Qls are polynomials of degree ds; then the

functions

Pl;sðar;rÞ ¼
Xds

k¼�ds

plkðr; 1=rÞrk and Ql;sðar;rÞ ¼
Xds

k¼�ds

qlkðr; 1=rÞrk ð23Þ

are rational functions in the variables r of degree ds and plk; qlk are some polynomials
in the variables r; 1=r of degree ds:
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Denote by g0l ¼ gl þ pl0ðr; 1=rÞ; and

hlðg; rÞ ¼
Z 1�r

0

gðr2Þrlþd�1 dr; lAZþ

ulðg; rÞ ¼
Z 1þr

1�r
gðr2Þrlþd�1 dr;

vlðg; rÞ ¼
Z 1þr

1�r
gðr2Þrlþd�1arccosðar;rÞ dr;

w
ð1Þ
lþkðg; rÞ ¼

Z 1þr

1�r
gðr2Þrlþkþd�1 dr;

w
ð2Þ
lþkðg; rÞ ¼

Z 1þr

1�r
gðr2Þrlþkþd�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2r;r=4

q
dr:

We rewrite the integral (20)–(23) as follows: I 0l ¼ blhjljðg; rÞ and

I 00l ¼ dlvjljðg; rÞ þ g0lujljðg; rÞ þ
Xds

k¼�ds

plkðr; 1=rÞwð1Þ
jljþk

ðg; rÞ

þ
Xds

k¼�ds

qlkðr; 1=rÞwð2Þ
jljþk

ðg; rÞ:

We substitute this expression in (16) to obtain:

/ga;PS ¼
X
jljps

plðA; r;PÞðI 0l þ I 00l Þ

¼
X
jljps

plðA; r;PÞ½blhjljðr; 1=rÞ þ dlvjljðg; rÞ þ g0lujljðg; rÞ�

þ
X
jljps

plðA; r;PÞ
Xds

k¼�ds

plkðr; 1=rÞwð1Þ
jljþk

ðg; rÞ
"

þ
Xds

k¼�ds

qlkðr; 1=rÞwð2Þ
jljþk

ðg; rÞ
#
:
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Hence changing the order of summation we obtain

/ga;PS ¼
Xs

m¼0

X
jlj¼m

blplðA; r;PÞ

0
@

1
Ahmðg; rÞ

þ
Xs

m¼0

X
jlj¼m

dlplðA; r;PÞ

0
@

1
Avmðg; rÞ

þ
Xs

m¼0

X
jlj¼m

g0lplðA; r;PÞ

0
@

1
Aumðg; rÞ

þ
Xs

m¼0

X
l;k:jljþk¼m

plkðr; 1=rÞplðA; r;PÞ

0
@

1
Awð1Þ

m ðgÞ

þ
Xs

m¼0

X
l;k:jljþk¼m

plkðr; 1=rÞplðA; r;PÞ

0
@

1
Awð2

m ÞðgÞ:

From here we directly obtain the statement of Theorem 6.1.
2. Case a ¼ 0: From (16) we have

/g0;PS ¼
Z

Bd

gðjxj2ÞPðxÞ dx ¼
X
jljps

plð0; 0;PÞ
Z

Bd

gðjxj2Þxl dx: ð24Þ

According to (20) we obtain

Z
Bd

gðjxj2Þxl dx ¼ bl

Z 1

0

gðr2Þrjljþd�1 dr: ð25Þ

Set

pð0Þm ðPÞ ¼
X
jlj¼m

blplð0; 0;PÞ and gð0Þm ðgÞ ¼
Z

Bd

gðr2Þrmþd�1 dr:

Then from (24) and (25) it follows that

/g0;PS ¼
Xs

m¼0

X
jlj¼m

blplð0; 0;PÞ

0
@

1
AZ

Bd

gðrÞrmþd�1 dr

¼
Xs

m¼0
pð0Þm ðPÞgð0Þm ðgÞ:

3. Case jaj ¼ 1: This case was proved in Section 5.
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4. Case jaj41: In analogy to (16) and (19), we have

/ga; pS ¼
X
jljps

plðA; r;PÞ
Z rþ1

r�1
gðrÞrjljþd�1 dr

�
Z

Sd�1ðrÞ-ðBd�reÞ
ulðoÞvðoÞ do:

We now repeat the proof of the case 0ojajo1: Theorem 6.1 is proved. &

We formulate one consequence of Theorem 6.1 in a form suitable for future use.

Consequence 6.2. Under the conditions of Theorem 6.1 for every n ¼ 0; 1; 2; 3 the

following relation is true

/ga;PS ¼
X5ds

m¼0
pðnÞm ðA; r; 1=r;PÞgðnÞm ðg; rÞ; aADn;

where pðnÞm ða; r; 1=r;PÞ are polynomials in the variables A; r and 1=r of degree s; and

gðnÞm ðg; rÞ are linear functionals of gACðRÞ and some functions of r:

7. When the polynomial space belongs to the manifold of radial functions

In this section, we will show that if n and s are chosen in a special way, then the
polynomial space Pds belongs to the manifold of the radial functions Rða1;y; anÞ
with some centers a1;y; an belonging to the unit sphere.

Lemma 7.1. Let n and s be any natural numbers such that n4c dim Phom
ds ; where c41

is some constant dependent only on d: Then there exist points a1;y; an on the unit

sphere Sd�1 such that

Pd;sCRða1;y; anÞ:

Proof. We will find the points a1y; anASd�1 satisfying the following conditions. For
any polynomial P from the space Pd;s there exist polynomials g1;y; gnAP1;s=2 of

degree s=2 such that

PðxÞ ¼
Xn

k¼1
gkðjx � akj2Þ: ð26Þ

Let Q be any polynomial from the space Pd;s: Consider the orthonormal system of

polynomials P ¼ fPijgði;jÞAI introduced in Section 3. Let s be any natural number.

We examine in the set I the subset of the matching indices Is ¼ fði; jÞAI : jpsg; and
consider in the function system P the finite subsystem Ps ¼ fPijgði;jÞAIs

: From

Consequence 3.2 it follows that the set Ps is an orthonormal basis in the space of
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polynomials Pd;s: Decompose the polynomial Q by the system Ps

QðxÞ ¼
X

ði;jÞAIs

bijðQÞPijðxÞ; bij ¼ /Q;PijS: ð27Þ

We now investigate the decomposition of an arbitrary radial function using the

orthogonal system P: Let a be any point on the sphere ASd�1 and g be any

polynomial. Consider the radial function gaðxÞ ¼ gðjx � aj2Þ with center a: Let
ði; jÞAI be a fixed matching index and bijðgaÞ ¼ /ga;PijS be the corresponding

moments of the function ga by the system P: By Lemma 4.2 we have

bijðgaÞ ¼
XN
i0¼0

tii0 ðAÞbi0jðgeÞ; ð28Þ

where AASOðdÞ is an orthogonal matrix such that Ae ¼ a; e ¼ ð0;y; 0; 1Þ: It
follows from Theorem 5.1 that

bijðgeÞ ¼
Xnj

m¼0
pmðe;PijÞgmðgÞ; ð29Þ

where the gmðgÞ are some linear functionals on CðDÞ; and n ¼ 2d þ 5: Put pmij ¼
pmðe;PijÞ: Due to relations (28) and (29) we have

bijðgaÞ ¼
Xnj
m¼0

XN
i0¼0

tii0 ðAÞpmi0j

 !
gmðgÞ: ð30Þ

Now consider an arbitrary linear combination of n radial functions

GðxÞ ¼
Xn

k¼1
gkðjx � akj2Þ; akASd�1; gkAP1;s=2:

Let the matrices AkASOðdÞ be such that Ake ¼ ak: Then by (30) the moments of the
function G are equal to

bijðGÞ ¼
Xn

k¼1

Xnj

m¼0

XN
i0¼0

tii0 ðAkÞpmi0j

 !
gmðgkÞ: ð31Þ

Consider two sets of the matching indices Is ¼ fði; jÞAI : jpsg and

Ks ¼ fðk;mÞ : k ¼ 1;y; n; m ¼ 0; 1;y; nsg:

LetA ¼ ðA1;y;AnÞ be a vector with matrix coordinates A1;y;An belonging to the
orthogonal group SOðdÞ: For every matching index ði; jÞAIs and ðk;mÞAKs we
denote

Zkm
ij ðAÞ ¼

P
N

i0¼0 tii0 ðAkÞpmi0j; 0pmpnj

0; njompns:

(
ð32Þ

Construct the matrix

ZðAÞ ¼ ðZkm
ij ðAÞÞðk;mÞAKs

ði;jÞAIs
;
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where ðk;mÞ is the indicator number of the column of the matrix ZðAÞ; and ði; jÞ is
the indicator number of the row of the matrix ZðAÞ: The order of the matrix ZðAÞ
is equal to jIsj � jKsj: We denote gkm ¼ gmðgkÞ and construct the vectors

g ¼ ðgkmÞðk;mÞAKs
; b ¼ ðbijðGÞÞði;jÞAIs

;

where the coordinates are numbered by the matching indices ðk;mÞAKs and ði; jÞAIs;
respectively. With the help of the matrix ZðAÞ and the vectors b and g expression
(31) may be rewritten asX

ðk;mÞAKs

Zkm
ij ðAÞgkm ¼ bijðGÞ; ði; jÞAIs: ð33Þ

To show that the given polynomial Q belongs to the manifold Rða1;y; anÞ one
needs to prove that for some selection of function GARða1;y; anÞ all moments of
the functions Q and G coincide, that is

bijðGÞ ¼ bijðQÞ; ði; jÞAIs: ð34Þ

Construct the vector Q̂ ¼ ðbijðQ̂ÞÞði;jÞAIs
: Using (33) relation (31) may be rewritten in

the matrix form

ZðAÞg ¼ Q̂: ð35Þ

Thus, we obtain a finite-dimensional linear system of equations relative to the
unknown g:
We need to show that for some choice of the matrix set A ¼ ðA1;y;AnÞ system

(35) has a solution.
According to the Kronecker–Capelli Theorem it is sufficient to show that there

exist a collection of matrices An ¼ ðAn
1 ;y;An

nÞ in the group SOðdÞ such that the

ranks of matrix ZðAnÞ and the extended matrix ðZðAnÞ; Q̂Þ coincide. Recall that
QAPd;s and dimPd;s ¼ jIsj; where we denote jIsj ¼ card Is: Therefore, it is enough to

prove that the rank of the matrix ZðAnÞ for some collection of matrices An is equal

rank ZðAnÞ ¼ jIsj:

Fix an index j0 in the set f1;y; sg: Consider the submatrix of matrix ZðAÞ

ZðA; j0Þ ¼ ðZk;nj0

ij0 ðAÞÞðk;j
0ÞAIj0

ði;j0ÞAIj0
;

where k and i are the indices of the columns and rows of the matrix ZðA; j0Þ of order
jIj0WIj0�1j � n: Then the matrix ZðAÞ has the form

ZðAÞ ¼

ZðA; 1Þ 0 y 0

B ZðA; 2Þ y 0

	 	 	 	
C D y ZðA; sÞ

0
BBB@

1
CCCA;

where B;C;D;y are some nonzero matrices.
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Recall that jIj0 j ¼ dim Pd; j0 ; and jIj0WIj0�1j ¼ dim Phom
d; j0 : Since Zkm

ij ðAÞ ¼ 0 for any

m4nj (see (32)) then

rank ZðAÞX
Xs

j¼0
rank ZðA; jÞ: ð36Þ

Moreover, we note that as a consequence of the inequality dim Phom
d;s Xdim Phom

d; j ¼
jIjWIj�1j the number of rows jIjWIj�1j of the matrix ZðA; jÞ is at most the number of
columns n: For fixed index j0 we calculate the rank of the matrix ZðA; j0Þ: The
elements of the matrix ZðA; jÞ are

Z
k;nj
ij ðAÞ ¼

XN
i0¼0

tii0 ðAkÞpnj;i0;j:

According to Property 2 in Section 4 of the matrix TðAÞ; the family ftii0 ðAÞg i; i0 ¼
0; 1;y; is a linear independent system of functions on the matrix set SOðdÞ:
Therefore, taking into account pnj;i0;j ¼ pnjðe;Pi0jÞa0 for every i0 the family of

functions

fijðAÞ :¼
XN
i0¼0

tii0 ðAÞpnj;i0;j; ði; jÞAIs

( )

is also a linear independent system of functions on SOðdÞ: It follows that there exist
matrices An

1 ;y;An
nASOðdÞ such that for any jAf1;y; sg the rank of the matrix

ZðAn; jÞ ¼ ðZk;nj
ij ðAnÞÞðk;jÞAIj

ði;jÞAIj
; An ¼ ðAn

1 ;y;An

nÞ

is equal to the number of rows of the matrix ZðAn; jÞ; that is
rank ZðAn; jÞ ¼ jIjWIj�1j:

Since 1pjps; and I�1 ¼ |; then from (36) we obtain

rank ZðAnÞX
Xs

j¼0
rank ZðAn; jÞX

Xs

j¼0
jIjWIj�1j ¼ jIsj:

Since the number of rows of the matrix ZðAnÞ is equal jIsj then we obtain that

rank ZðAnÞ ¼ jIsj: Lemma 7.1 is proved. &

As we show next, the upper bound in Theorem 2.1 is now a simple consequence of
Lemma 7.1.

Proof of Theorem 2.1 (Upper bound). We resort to the Jackson Theorem [47]

confirming that the distance of Sobolev class W r;d
2 from the space of polynomials

Pd;s of degree s satisfies the inequality

dist ðW r;d
2 ;Pd;s;L2Þpcs�r;

where the constant c depends only on r and d:
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Let the natural number s and n be chosen such that c dim Phom
d;s onp2c dim Phom

d;s

where c41 is some absolute constant. Since dim Phom
d;s ^sd�1 (see [43]), it follows that

n^sd�1: Then by Lemma 7.1, Pd;s belongs to the manifold Rða1;y; anÞ for some
points a1;y; anASd�1: Hence we obtain

dist ðW r;d
2 ;Rða1;y; anÞ;L2Þpdist ðW r;d

2 ;Pd;s;L2Þpcs�r^n� r
d�1:

The upper bound in Theorem 2.1 is proved. &

8. Approximation of polynomials of high degree by radial functions

Introduce in the space Pd;s of polynomials of degree s on Bd the norm from the

space L2ðBdÞ: Let
BPd;s ¼ fPAPd;s : jjPjjL2ðBd Þp1g

be the unit ball in the space Pd;s: In Section 7, we proved that if the natural numbers

s and n are such that n4c dim Phom
d;s then the polynomial space Pd;sCRða1;y; anÞ:

We will now show that for noc0 dim Phom
d;s the space Pd;s dows not belong to Rn;

where 0oc0o1 is some absolute constant. Moreover the space Pd;s is ‘‘badly’’

approximated by the manifold Rn: That is, the deviation of the function class BPd;s

from Rn satisfies the inequality

dist ðBPd;s;Rn;L2ÞÞXc140;

where c1 depends only on d: The proof of this statement is based on a scheme
proposed by Maiorov [20]. The main idea of the proof is the comparison of the
entropy numbers of the sets BPd;s and BRn; where we denote by BQ ¼
ffAQ : jjf jjL2

p1g the intersection of the set of functions Q and the unit ball in the

space L2:
Let P ¼ fPijgði;jÞAI be the orthonormal system of polynomials introduced in

Section 3. We fix a natural number s: Consider in the index set I the subset Is ¼
fði; jÞAI : jpsg and the corresponding subset in P of polynomials

Ps ¼ fPijgði;jÞAIs
:

Set m ¼ ms ¼ card Is: We have ms^sd : Arrange the set Is such that Is ¼ f1;y;mg
and correspondingly the set of polynomials Ps ¼ fPkgm

k¼1:
By Consequence 3.2, we have that the system of polynomialsPs is an orthonormal

basis in the space Pd;s: Hence every polynomial PAPd;s may be represented as

PðxÞ ¼
Xm

k¼1
bkðPÞPkðxÞ; bkðPÞ ¼ /P;PkS;

where the bkðPÞ are the moments of the function P relative to the basis P:
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Consider the normed space lm
2 consisting of the complex vectors b ¼ ðb1;y; bmÞ

with norm

jjbjj2 ¼
Xm

k¼1
jbkj2

 !1=2

:

Denote by Bm
2 ¼ fbAlm

2 : jjbjj2p1g the unit ball in the space lm
2 : By Parseval’s

equality jjPjj2L2
¼
Pm

k¼1 jbkðPÞj2: Therefore, the polynomial ball BPd;s is isometric to

the unit ball Bm
2 in the space lm

2 :
Introduce in the space lm

2 the set of sign-valued vectors

Em ¼ fe ¼ ðe1;y; emÞ : e1;y; em ¼ 71g:

Note that the set of vectors m�1=2Em belongs to the ball Bm
2 :

Let F be some set of functions in the space L2: We denote by F̂ the corresponding

set F̂ ¼ fðb1ðf Þ;y; bmðf ÞÞ : fAFg of vectors in the space lm
2 :

From the above and Bessel’s inequality it follows that the deviation of the ball
BPd;s from the manifold Rn satisfies the inequality

dist ðBPd;s;Rn;L2ÞÞX dist ð #BPd;s; #Rn; lm
2 Þ

Xm�1=2 dist ðEm; #Rn; l
m
2 Þ: ð37Þ

Consider the function: sgn x ¼ 1 if xX0; and sgn x ¼ �1 if xo0: If a ¼
ða1;y; amÞARm then we denote sgn a ¼ ðsgn a1;y; sgn amÞ: If A is some set in Rm

then denote by sgn A ¼ fsgn a : aAAg:
Let q be any complex number, and Re q be the real part of q: For any number

a ¼ 71 we have ja� qjXja�Re qjX1
2
ja� sgn ðRe qÞj: Therefore for any vectors

eAEm and bA #Rn we have

jje� bjj2X
1

2
jje� sgnðRe bÞjj2;

where sgnðRe bÞ ¼ ðsgnðRe b1Þ;y; sgnðRe bmÞÞ: Hence it follows that
dist ðEm; #Rn; lm

2 Þ ¼ max
eAEm

inf
bA #Rn

jje� bjj2

X
1
2
max
eAEm

min
bA #Rn

jje� sgnðRe bÞjj2: ð38Þ

For any positive number d we introduce the d-packing number of the set Em:

Nd ¼max fN : there exist e1;y; eNAEm s:t: jjei � ejjj2
Xd for any iajg: ð39Þ

Let HðdÞ ¼ fe1;y; eNdg be the subset of elements in Em for which the maximum

in (39) is attained, that is jjei � ej jj2Xd for any iaj: Set d ¼
ffiffiffiffi
m

p
=2: It is known ([19],

see also [25]) that the cardinality of the set Hð
ffiffiffiffi
m

p
=2Þ satisfies

card Hð
ffiffiffiffi
m

p
=2ÞX2c0m; ð40Þ
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where 0oc0o1 is some absolute constant. Consider the subset of vectors in Em

V m
n :¼ V ms

n :¼ fsgnðRe bÞ : bA #Rng:

From inequalities (37) and (38) the next result follows.

Lemma 8.1. Let s and n be any natural numbers, ms ¼ card Is; and ds ¼
ffiffiffiffiffiffi
ms

p
=2: Then

in the set Ems there exist a subset HðdsÞ such that

dist ðBPd;s;Rn;L2ÞÞX
1

2
ffiffiffiffiffiffi
ms

p distðHðdsÞ;V ms
n ; lms

2 Þ;

and card HðdsÞX2c0ms :

Furthermore, we show the following estimate for the cardinality of the set V ms
n :

Lemma 8.2. There exist some absolute constants 0oc0o1 and 0oc1oc0=2 such that if

s and n are any natural numbers satisfying noc0 dim Phom
d;s and ms ¼ card Is then the

inequality

card V ms
n p2c1ms ;

holds.

We will prove Lemma 8.2 in the next section. From Lemmas 8.1 and 8.2 we have
the following theorem:

Theorem 8.3. Let s and n be any natural numbers such that noc0Phom
d;s ; where 0oc0o1

is some constant depending only on d: Then

dist ðBPd;s;Rn;L2ÞÞX1
8
:

Proof. Consider the set HðdsÞ; ds ¼
ffiffiffiffiffiffi
ms

p
=2: By (40) we have card HðdsÞX2c0ms : For

any e0ae00AHðdsÞ we have the inequality jje0 � e00jj2Xds:

By Lemma 8.2 the cardinality card V ms
n p2ðc0=2Þms : Therefore, there exists an

element enAHðdsÞ satisfying

min
vAVms

n

jjen � vjj2X
1

4

ffiffiffiffiffiffi
ms

p
:

Hence, taking into consideration Lemma 8.1 we obtain

dist ðBPd;s;Rn;L2ÞÞX
1

2
ffiffiffiffiffiffi
ms

p min
vAVms

n

jjen � vjj2X1=8:

Theorem 8.3 is proved. &

Note that from Theorem 8.3 and Lemma 7.1 Consequence 2.3 directly follows.
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Let I0s be some subset of the set Is: Consider the subspace in Pd;s defined as

Qd;sðI0s Þ ¼
X

ði;jÞAI0s

eijPijðxÞ : eij ¼ 71 for all ði; jÞAI0s

8<
:

9=
;:

From the proof of Theorem 8.3 we directly obtain.

Consequence 8.4. Let 0ocp1 be any constant. If card I0s Xc card Is then

dist ðQd;sðI0s Þ;Rn;L2ÞXc140;

where c1 is some constant dependent only on d:

Proof of Theorem 2.1 (Lower Bound). It suffices to prove Theorem 2.1 for natural

numbers s and n satisfying to sd�1 ¼ n; where s is an even integer. Let r be any
positive number, and r0 be the smallest even number such that r0Xr: Set m :¼ mr :¼
2r0 � 1: Let j be any number from the set f0; 2;y; sg: Denote by aj and bj integers

such that s � j ¼ ðmþ 1Þaj þ bj; where ajAZ; and bjAf0;y; mg:
Introduce the even index set I evens ¼ fði; jÞAIs : jAf0; 2;y; sgg: Consider the

function a from I evens to R defined by

aði; jÞ ¼ aij ¼ ð�1Þm�bj
m

bj

 !
gjeiaj

;

where eiaj
is some number equal to �1 or 1. The set of functions a corresponding to

all possible selections of the eiaj
¼ 71; ði; jÞAIevens will be denoted Ar

s:

We consider in the set I evens the subset I evens;0 ¼ fði; jÞAI evens : bj ¼ 0g: Construct two
sets of polynomials on Rd

QðAr
sÞ ¼

X
ði;jÞAIevens

aijPijðxÞ: aAAr
s

8<
:

9=
;; QðAr

s; I evens;0 Þ ¼
X

ði;jÞAIeven
s;0

aijPijðxÞ: aAAr
s

8<
:

9=
;:

In the work of Maiorov [20] it was proved that s�rQðAr
sÞAcW r;d

2 with some positive

constant c:
However, we have card I evens;0 Xð1=mÞ card I evens : Therefore by Consequence 8.4 and

using the Bessel’s inequality we obtain

dist ðW r;d
2 ;Rn;L2Þ

Xc�1s�r distðQðAr
sÞ;Rn;L2ÞXc�1s�r distðQðAr

s; I evens;0 Þ;Rn;L2Þ

¼ c�1s�r distðQd;sðI0s Þ;Rn;L2ÞXc�1c1s
�r ¼ c2n

�r=ðd�1Þ:

Theorem 2.1 is proved. &
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9. The proof of Lemma 8.2

We prove Lemma 8.2 according to the scheme proposed by Maiorov [20] while
formulating some of those results.
Let m; s; p and q be some natural numbers. Let pabðsÞ; a ¼ 1;y;m; b ¼ 1;y; q be

any algebraic polynomials with real coefficients of degree s in the variables s ¼
ðs1;yspÞARp: Construct polynomials on the p þ q variables g ¼ ðg1;y; gqÞARq

and s ¼ ðs1;yspÞARp:

paðg; sÞ ¼
Xq

b¼1
gbpabðsÞ; a ¼ 1;y;m

Consider in the space Rm the real algebraic manifold

Pm;s:p;q ¼ fpðg; sÞ ¼ ðp1ðg; sÞ;ypmðg; sÞÞ : ðg; sÞARq � Rpg:

Introduce the set of sgn-values vectors

sgn Pm;s:p;q ¼ fsgn pðg; sÞ : ðg; sÞARq � Rpg:

Lemma 9.1 (see Maiorov [20]). Let m; s; p; q be integers such that p þ qpm=2: Then

for the cardinality of the set sgnðPm;s;p;qÞ the following estimate holds:

cardfsgnðPm;s;p;qÞgpð4sÞpðp þ q þ 1Þpþ2 2em

p þ q

� �pþq

:

Let m ¼ ms; and we consider the set of sign-vectors introduced in Section 8:

V ms
n ¼ fðsgnðRe b1Þ;y; sgnðRe bmÞÞ : ðb1;y; bmÞARng:

We have b ¼ ðb1;y; bmÞ ¼ ðb1ðgÞ;y; bmðgÞÞ for some function gARn (see
Section 8). We represent the vector b as

b ¼ ðbijðgÞÞði;jÞAIs
¼ ð/g;PijSÞði;jÞAIs

:

Let gaðxÞ ¼ gaðjx � aj2Þ be any radial function from the manifold Rn with center

aARd : According to Consequence 6.2 for any matching index ði; jÞAIs the
corresponding moments bijðgaÞ ¼ /ga;PijS are represented by

/ga;PijS ¼
X5ds

l¼0
gðnÞl ðg; rÞpðnÞl ða; r; 1=r;PijÞ; aADn; r ¼ jaj; ð41Þ

where n ¼ 0; 1; 2; 3; for every n the functions gðnÞl ðg; rÞ are linear functionals relative
to gACðRÞ and some functions of the variable r; and the functions pðnÞl ða; r; 1=r;PijÞ
are polynomials of degree s in the variables a; r and 1=r:
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Now let Gg;aARn be any function, i.e Gg;a be the linear combination of n radial

functions with centers a1;y; anARd

Gg;aðxÞ ¼
Xn

k¼1
gkðjx � akj2Þ; g ¼ fgkgn

k¼1; a ¼ fakgn
k¼1:

By (41), for any index ði; jÞAIs the moments of the function Gg;a are equal to

/Gg;a;PijS ¼
Xn

k¼1

X5ds

l¼0
gðnkÞ

l ðgk; rkÞp
ðnkÞ
l ðak; rk; 1=rk;PijÞ;

akADnk ; rk ¼ jakj;

where the indices nk ¼ 0; 1; 2; 3 are chosen according to the vector ak belonging to the
domain Dnk : Thus the vector of moments of the function Gg;a have the coordinates

bðGg;aÞ :¼ ð/Gg;a;PijSÞði;jÞAIs

¼
Xn

k¼1

X5ds

l¼0
gðnkÞ

l ðgk; rkÞp
ðnkÞ
l ðak; rk; 1=rk;Pij

 !
ði;jÞAIs

: ð42Þ

Consider in the space lm
2 the set bðRnÞ ¼ fbðGg;aÞ : Gg;aARng: We estimate the

cardinality of the set

sgn ðRe bðRnÞÞ ¼ fsgnðRe bðGg;aÞÞ : Gg;aARng:

We have

cardfsgnðRe bðRnÞÞg

pcard
[

n1;y;nn¼0;1;2;3
fsgnðRe bðGg;aÞÞ :

(

akADnk ; gkACðRÞ; k ¼ 1; ::; ngg

p4n max
n1;y;nn¼0;1;2;3

cardfsgnðRe bðGg;aÞÞ :

akADnk ; gkACðRÞ; k ¼ 1;y; ng: ð43Þ

Fix the indices n1;y; nn: We order the matching indices ði; jÞ; ðk; lÞ and also the
functions g; p as follows:

1. Enumerate the set fði; jÞAIsg in fa ¼ 1;y;mg; where m ¼ card Is:
2. Enumerate the set Ks  fðk; lÞ : k ¼ 1;y; n; l ¼ 0;y; 5dsg in fb ¼ 1;y; qg;

where q ¼ nð5ds þ 1Þ:
3. Arrange in order the coordinates of the vectors a1;y; anARd and numbers

r1;y; rn;
1
r1
;y; 1

rn
in one vector s ¼ ðs1;y; spÞARp; where p ¼ ðd þ 2Þn:

4. Arrange in order the collection of functions fgðnkÞ
l ðgk; rkÞ : k ¼ 1;y; n : l ¼

0;y; 5dsg in the vector g ¼ ðg1;y; gqÞARq; where q ¼ nð5ds þ 1Þ:
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5. Arrange in order the collection of polynomial

fpðnkÞ
l ðak; rk; 1=rk;PijÞ : ði; jÞAIs; ðk; lÞAKsg

as the functions fpabðsÞ : a ¼ 1;y;mi; b ¼ 1;y; qg of the variable s:

Then vector (42) may be written as

bðGg;aÞ ¼
Xq

b¼1
gbpabðsÞ

 !m

a¼1

:

Let the numbers p and q be such that p þ qpm=2: By Lemma 9.1 for fixed n1;y; nn

we have the estimate

cardfsgnðbðGg;aÞÞ : akADnk ; gkACðRÞ; k ¼ 1;y; ng

pcard sgn
Xq

b¼1
gbpabðsÞ

 !m

a¼1

: gARq; sARp

8<
:

9=
;

pð4sÞpðp þ q þ 1Þpþ2 2em

p þ q

� �pþq

:

Substitute this estimate in (43) and obtain

cardfsgnðRe bðRnÞÞgp4nð4sÞpðp þ q þ 1Þpþ2 2em

p þ q

� �pþq

: ð44Þ

Set t ¼ 200d5: We choose the numbers n; s; p; q such that

tnpsd�1p2tn; p ¼ nd2; q ¼ nð2s þ d þ 1Þ; c1s
dpmpc2s

d ;

and p þ qpm=2: A direct computation leads to

cardfsgnðRe bðRnÞÞgp2c0m=2:

Lemma 8.2 is proved. &
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Appendix A

We discuss some well-known results pertaining to orthogonal polynomials which
we use in the current work.

A.1. The Gegenbauer polynomials

The Gegenbauer polynomials are usually defined via the generating function

ð1� 2tz þ z2Þ�l ¼
XN
k¼0

Cl
kðtÞzk;

where jzjo1; jtjo1; and l40: The coefficients Cl
kðtÞ are algebraic polynomials of

degree k and are termed the Gegenbauer polynomials associated with l:
The Gegenbauer polynomials possess the following properties:

The family of polynomials fCl
kg is a complete orthogonal system for the weighted

space L2ðI ;wÞ; I ¼ ½�1; 1�; wðtÞ :¼ wlðtÞ :¼ ð1� t2Þl�1=2 and
Z

I

Cl
mðtÞCl

nðtÞwðtÞ dt

¼
0; man

vn;l; m ¼ n

(
;with vn;l :¼

p1=2ð2lÞnGðlþ 1=2Þ
ðn þ lÞn!GðlÞ ; ðA:1Þ

where we use the usual notation ðaÞ0 :¼ 0; ðaÞn :¼ aða þ 1Þ?ða þ N � 1Þ:

A.2. An orthogonal system of polynomials on the sphere

We state some facts (see [43,48]) from the theory of harmonic analysis on the

sphere. Let s be any positive integer. Consider the space Hhom
s consisting of the

homogeneous harmonic polynomials of degree s in the d variables x1;y; xd : Any

polynomial from Hhom
s is decomposable as a linear combination of polynomials of

the form

hskðxÞ ¼ Ask

Yd�2
j¼0

r
kj�kj�1þ1
d�j C

d�j�2
2 þkjþ1

kj�kjþ1

xd�j

rd�j

� �
ðx27ix1Þkd�2 ; ðA:2Þ

where r2d�j ¼ x2
1 þ?þ x2

d�j: The vector k with integer coordinates belongs to the set

Ks ¼fk ¼ ðk0; k1;y; kd�3; ekd�2Þ : 0pkd�2

p?pk1pk0 ¼ s; e ¼ 71g;
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and Ask is the normalization factor

Ask ¼ 1

Gðd=2Þ
Yd�3
j¼0

�
22kjþ1þd�j�4ðkj � kjþ1Þðd � j þ 2kj � 2ÞG2ðd�j�2

2
þ kjþ2Þffiffiffi

p
p

Gðkj þ kjþ1 þ d � j � 2Þ :

It is known that the dimension of the space Hhom
s is given by

dim Hhom
s ¼ jKsj ¼

s þ d � 1

s

 !
�

s þ d � 3

s � 2

 !
; ðA:3Þ

if sX2; and dimHhom
0 ¼ 1; dimHhom

1 ¼ d: It is easy to verify that the dimension of

Hhom
s is asymptotically given by

dim Hhom
s ¼ 2þ 2

ðd � 2Þ!þ cðs; dÞ
� �

sðs þ 1Þ?ðs þ d � 3Þ^sd�2; ðA:4Þ

where 0pcðs; dÞp1 is some function depending only on s and d:

The family of functions fhskgkAKs is an orthonormal system in the space L2ðSd�1Þ;
i.e., for any multi-indices k; k0AKs; the following holds

ðhsk; hsk0 Þ ¼
Z

Sd�1
hskðxÞhsk0 ðxÞ dx ¼ dkk0 :

Note that the spaces Hhom
s and Hhom

s0 for sas0 are orthogonal space on Sd�1: The

family of functions
S

N

s¼0 fhskgkAKs is a complete orthonormal system in the space

L2ðSd�1Þ:
The set of polynomials on the sphere fp : pAPng of degree pn belongs to the

space H0"H1"?"Hn; which is the direct sum of the orthogonal subspaces

Hhom
0 ;Hhom

1 ;y;Hhom
n : From the above it follows that for any polynomial pAPn and

for any function hAHhom
nþ1 "Hhom

nþ2 "? the equalityZ
Sd�1

pðxÞhðxÞ dx ¼ 0: ðA:5Þ

holds.
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